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**Postal Service Statistics**

- The Postal Service employs over 574,000 people (making it the second-largest civilian employer in the United States.)
- The USPS delivers approximately 700 million pieces of mail per day, on average (which is less than used to be sent.)
- This works out to around 1200 pieces of mail processed *per* employee – which would be impossible to sort by hand.
- This is where technology will come in!
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- This is where they scan an image of the delivery address on the envelope, and convert that address into text.
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We’d like an algorithm to perform the following task:

- **Input:** Picture/scan of text
- **Output:** Content of text

We’ll use something called a *Bayesian network* for the task.
Bayesian Networks: A Definition
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A *Bayesian network* (also called a *directed acyclic graphical model*) is a directed, acyclic graph with a node for each random variable, and an directed edge from $X \rightarrow Y$ if $Y$ has a conditional dependence on $X$. 
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A → S, A → C, F → S, F → C, F → B

Random Variables, Symptoms:
- (S)neezing \([0,1]\)
- (C)oughing \([0,1]\)
- (B)legh-ing \([0,1]\)

Random Variables, Illnesses:
- (A)llergies \([0,1]\)
- (F)lu \([0,1]\)
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- We can see that this *still* didn’t guarantee 100% accuracy. However, this was a fairly simplistic model – and our inference engine wasn’t optimized for our “handwriting”.

Can add “SimilarityFactors”, which increases the probability that similarly written characters will be given the same values. Our character and word accuracy for each of these was given by:
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- Can add “SimilarityFactors”, which increases the probability that similarly written characters will be given the same values.

Our character and word accuracy for each of these was given by:
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- Can buy programs which “train” themselves to read your writing perfectly.
- Typically use different OCR for handwriting vs. printed block text, ...a la Google Books.
- For tablet writing, often add in “stroke analysis” – meaning, how you write a character is as important as what you write.
Thanks!

Acknowledgements: This talk came out of a programming assignment in the Stanford online course: “Probabilistic Graphical Models” by Daphne Koller. While I coded the factor constructions, the overall code structure and inference engine are from her course materials. I would highly recommend this course to anyone interested in these materials!
Thanks!

- Thanks to the Organizers for the opportunity to speak!
Thanks!

- Thanks to the Organizers for the opportunity to speak!
- Acknowledgements: This talk came out of a programming assignment in the Stanford online course: 
  
  “Probabilistic Graphical Models” by Daphne Kollar

While I coded the factor constructions, the overall code structure and inference engine are from her course materials.
Thanks!

- Thanks to the Organizers for the opportunity to speak!
- Acknowledgements: This talk came out of a programming assignment in the Stanford online course: “Probabilistic Graphical Models” by Daphne Kollár.
  While I coded the factor constructions, the overall code structure and inference engine are from her course materials.
- I would highly recommend this course to anyone interested in these materials!